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Abstract

At the core of every artificial neural network, lie neurons which are approximate models of their biological counterparts. However, networks that are made of artificial neurons can become unreliable in the face of adversarial machine learning attacks. We traced this issue back to its roots and created a reliable artificial neuron (called binomial neuron) that can resist adversarial attacks such as DeepFool, Fast Gradient Sign Method (FGSM), Pixel, Square and Carlini and Wagner’s (C&W) better. We propose to replace the input value of an artificial neuron with the expectation of a Bernoulli random variable. This random variable is made up of the spikes fired by the previous-layer binomial neuron upon crossing a randomly generated threshold. Depending on how long the neuron waits to aggregate the spikes and find the expectation, different model variants can be created. We conducted extensive experiments to evaluate the reliability of this new neuron. The results confirm the increase in the robustness/accuracy under adversarial attacks, or equivalently, the substantial increase in the amount of distortion attackers need to add to images in order to create success-
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ful adversarial samples. These distortions pass the perceptibility range to the extent that approach total image destruction.
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1. Introduction

Visually imperceptible adversarial images are used by attackers to mislead trained artificial neural networks (ANN) in the context of adversarial machine learning [1]. Such threats are becoming more alarming, especially with the advent of Industry 4.0, big data, and the concept of deep learning as a service [2, 3]. Imagine how dangerous it would be if we drove in autonomous cars whose Artificial Intelligence (AI) units could be deceived.

A reliable ANN should remain robust under attacks to the extent that the attacker has to significantly alter original inputs to make adversarial examples work [4]. In case of images, this change must be so big that the adversarial examples/samples become visually corrupted or destructed. The attackers may use optimization algorithms to reduce the alteration amount and increase the impact [5, 6]. As a rule of thumb, the more visually corrupted the adversarial images get, the more robust and reliable the network becomes, especially under attacks. A research question can be asked here; How does the neural network of a human brain resist these attacks? Can the operation principles of biological neurons be an inspiration for building robust artificial neural networks?

A biological nervous system almost always works in the presence of randomness or noise [7]. Neurotransmitters are released stochastically at biological synapses [8]. Random signals have also been shown to exist in neural circuits [9]. Inspired by studying those noises in nature, this article introduces stochastic binomial neurons. It is shown that stochastic binomial neurons can be more robust against adversarial attacks than traditional neurons and work reliably under stronger attacks by effectively pushing the boundaries away from border samples and making decisions based on principal components.
Binomial neurons are a type of stochastic artificial neurons (e.g. Bernoulli neurons [10]) that produce and accumulate random binary values and exhibit several characteristics: 1. Biological plausibility, 2. Robustness against adversarial attacks, and 3. The ability to approximate full-precision artificial neurons over time. Furthermore, the possibility of being utilized as a regularizer (as defined in [11]) in the learning phase of full-precision ANNs is yet another advantage.

In this paper, we employ binomial neurons as a defence mechanism against adversarial attacks. This approach can be considered as a category of strategies that propose to modify the model itself in order to make it more reliable under attacks. Modifications may include changing the activation function or loss function of network layers. Binomial neurons have randomness at their outputs (i.e. activation functions), their inputs (i.e. membrane potentials) and overall output of the network, which make the network more robust against noise.

Biological neurons fire spikes whenever their membrane potential passes a threshold. These spikes occur asynchronously (unlike clock-driven synchronous ones), and so they propagate information via synapses under their strength (synaptic “weight”). The membrane potential of a biological neuron, which is called the post-synaptic potential (PSP), can be estimated based on a summation of the spikes’ voltages from the pre-synaptic neurons, on the post-synaptic neuron. The duration of spikes is normally 1 to 2ms, and the type of spikes, whether inhibitory or excitatory, is determined by the sign of the synaptic weights [12].

Our proposal is to introduce a type of stochastic spiking neuron whose behavior at time $t$ is calculated by the firing rates of pre-synaptic neurons [10]. The stochastic spiking model of biological neurons [13] introduces a stochastic threshold to capture the randomness in their behavior. For the proposed stochastic neuron (whose spikes can be considered as the outputs of a Bernoulli random variable), the spiking probability is relevant to the current membrane potential of the neuron (e.g. via using the sigmoid function [14]).

Our idea focuses on the statistical properties of the spike population of neu-
rons and that those properties (e.g. expected values) can carry information over time. We propose a model of stochastic spiking neurons that emphasizes the computational ability of the spike population rather than fidelity to biology.

The benefits of injecting randomness in the train and test phases are twofold: 1. The injection regularizes the inputs (over different runs) and creates robustness in training (similar to what data augmentation techniques do) 2. It simulates potential adversarial attacks during testing. The proposed neurons, from another viewpoint, adopt randomness as their intrinsic characteristic. The above two factors help the proposed neurons operate more reliably under adversarial attacks. Throughout the paper, stochastic spiking neural network (SSNN) and stochastic binary neural network are used interchangeably. The contributions of this paper can be summarized as follows:

- We propose a new type of neuron to increase the robustness of machine learning models against adversarial attacks. We interpret each input to an artificial neuron as the expectation of a binomial random variable. This means that the neuron’s output is either 0 or 1, but a float output is constructed using an unbiased estimator on the binary outputs. The term ”binomial neuron” is derived from the binomial distribution of the outputs. Similarly, we replace the error variable of an artificial neural network with an unbiased estimation of it (Section 3.2). The proposed binomial neurons are more biologically plausible than traditional full-precision neurons. Binomial neurons, similar to biological neurons, accumulate the evidences (in the form of binary spikes) before producing the output [15], and have some inherent randomness involved in the process (Section 5.1). This is different from the previous efforts in which neurons simply produced float numbers as outputs or those that artificially injected randomness into the network [16, 17, 18, 19].

- We propose a method of using our binomial neurons for the purpose of regularization. One can train a network of binomial neurons and transfer its weights to a network of traditional full-precision neurons. We demonstrate
that this typically increases the accuracy of the target network (Section 4.3).

- Through extensive and comparative experiments conducted on two datasets (CIFAR10 and MNIST), we demonstrate that a network of binomial neurons is more robust and reliable under adversarial machine learning attacks (such as DeepFool and FGSM) than the ones made of full-precision neurons. To attack a network of binomial neurons, the attacker has to distort the adversarial samples so much that the distortions are visually perceptible. The required distortion threshold is elevated to the extent that the attacker sometimes has to practically destroy the original sample to succeed. This implies higher robustness to adversarial attacks (Section 4.4).

The rest of the paper is organized as follows: In Section 2, related studies will be briefly reviewed. Section 3 introduces the proposed binomial neurons and explains how error is calculated in the networks that employ them. A training algorithm for such networks is introduced afterwards. In Section 4, some applications of binomial neural networks are given. We evaluate the reliability of such networks under adversarial attacks in this section. Then, in the next section, the results are discussed and, finally, in Section 6, the paper is concluded.

2. Related Work

In the field of adversarial machine learning, evasive attack methods seek to make adversarial samples with minimal perturbations to the original test images that remain (almost) undetectable to humans perceptually [20, 1, 21, 22] but cause models to misclassify those samples. Defense methods have different strategies for preventing attacks from misleading models. The categorization of these strategies is not the same in the literature [23, 24, 25], but all surveys and reviews list almost the same strategies. Approximately, all the defense strategies increase the amount of needed perturbation over the original image
to make an adversarial sample, although some have tried to remove adversarial noise for this purpose [26]. Robustness is achieved if the required amount of perturbation leads to detection of anomalies by human eyes or machines.

To measure the amount of perturbation in an adversarial sample, structural similarity index (SSIM) [27] is popularly used. This index measures the amount of similarity between the original and adversarial images and can be used to show the degree to which adversarial images are recognizable to human eyes [23].

Injecting randomness, as a method of regularization or generalization (e.g. Dropout [28]), may make the network more robust against adversarial attacks [19], though there are some evidences showing that regularization does not always provide robustness [29].

There are a few works that have used randomness to make neural networks more robust. They can be categorized according to the injection phase, type of randomness (e.g. distribution of noise), and position of injection (refer to Table 1).

The idea of Parametric Noise Injection (PNI) [19] suggests adding some Gaussian noise to the input of network during training, which is similar to data augmentation. Moreover, in the PNI method, different Gaussian noises can be added to the activation function of each neuron and synaptic weights of the neural network. The mean and variance of such Gaussian noise(s) could be learned using the stochastic gradient descent (SGD) method during the training phase. Gaussian noise can also be added to the output of the feature extracting part of deep neural network [30]. Then, the classification layer(s) can be trained using a loss function called Weight-Covariance Alignment (WCA).

In contrast to the PNI method, another work suggests adding randomness not only during training, but also during testing time [18]. This work utilizes a family of exponential noises and also presents a theoretical justification on how adversarial attacks are thwarted through randomness. There is another injection of randomness during the test phase which uses clustering over pixel intensities of input data and constitutes another defence mechanism called Randomized
Discretization (RandDisc). The first step of RandDisc method is adding a Gaussian noise to each pixel of the input image and then doing randomized discretization. Randomized smoothing is another technique that transforms the original classifier into a smoother one to include Gaussian random noise in input samples during the test phase [32]. Another work which also uses this technique implements such transformation in the feature space in order to include Gaussian noise [31]. In a more recent work, in addition to adding Gaussian noise to training data and synaptic weights as a defence method, an attack detection method, called Confidence Interval (CI), has been proposed, which helps to detect an adversarial example as an outlier [16].

This paper proposes binomial neurons that have randomness embedded at their core. Randomness injections are done based on Poisson binomial and binomial distributions. The injection happens during both training and testing, in activation functions and neuron inputs. The detailed model of this new neuron is presented in the next section. The network of binomial neurons will be applied

Table 1: Different types of injecting noise/randomness to defend against adversarial attacks.

<table>
<thead>
<tr>
<th>Model</th>
<th>Phase</th>
<th>Randomness</th>
<th>Noise Position</th>
<th>Neuron output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [17]</td>
<td>Test</td>
<td>Gaussian, discretization of pixels</td>
<td>input data</td>
<td>Float</td>
</tr>
<tr>
<td>Pinot et al. [18]</td>
<td>Train &amp; Test</td>
<td>Exponential</td>
<td>input data</td>
<td>Float</td>
</tr>
<tr>
<td>He et al. [19]</td>
<td>Train</td>
<td>Gaussian</td>
<td>training parameters, activation function &amp; input data</td>
<td>Float</td>
</tr>
<tr>
<td>Addepalli et al. [31]</td>
<td>Train &amp; Test</td>
<td>Gaussian</td>
<td>feature maps</td>
<td>Float</td>
</tr>
<tr>
<td>Cohen et al. [32]</td>
<td>Train &amp; Test</td>
<td>Gaussian</td>
<td>input data</td>
<td>Float</td>
</tr>
<tr>
<td>Eustratiadis et al. [30]</td>
<td>Train</td>
<td>Anisotropic noise</td>
<td>training parameters, activation function &amp; input data</td>
<td>Float</td>
</tr>
<tr>
<td>Proposed Work</td>
<td>Train &amp; Test</td>
<td>Binomial stochastic activation function</td>
<td>Stochastic activation function</td>
<td>Binary</td>
</tr>
</tbody>
</table>
Figure 1: Four types of neurons: (a) Type A, the proposed binomial neuron in which the input vector is $I = (i_1, \cdots, i_l, \cdots, i_m)$ where $i \in \{0,1\}$ and the output is $O \in \{0,1\}$. (b) Type B, the proposed artificial neuron with binomial activation function in which the input is $J = (j_1, \cdots, j_l, \cdots, j_m)$ where $j$ is an integer that belongs to the interval $[0,T]$ and the output is $O \in [0,T]$. (c) Type C, an artificial neuron with Bernoulli activation function whose input $I$ and output $O$ are similar to those of neuron Type A [10]. (d) Type D, a traditional full-precision neuron in which $x \in \mathbb{R}$ and $y \in \mathbb{R}$.

3. The Proposed Model

In this section, we introduce the proposed model. Our model only concentrates on feed-forward networks (and not on the recurrent ones), and can be considered as a rate coding model rather than a temporal one.

3.1. Introduction of the New Neuron

The traditional model of an artificial neuron can be described as follows:

$$u = b + \sum_{l=1}^{m} w_l x_l$$

$$y = h(u)$$

(1)

to CIFAR10 and MNIST datasets under two scenarios; 1) an adversarial attack, and 2) a normal/benign condition which is devoid of adversarial attacks. We will present regularization and robustness properties of the proposed binomial neurons at the end.
where $y$ is the output of the neuron, $h(.)$ is the activation function, $b$ is the bias term, $w_l; l = 1, \ldots, m$ are free parameters or synaptic weights of the neuron, $x_l; l = 1, \ldots, m$ are the inputs to the neuron (that may be the outputs of the pre-synaptic neurons), and $m$ is the number of inputs to the neuron.

This paper introduces the binomial neuron by suggesting to replace the outputs of the pre-synaptic neurons, i.e. $x_l$, in the traditional artificial neuron model of Eq. (1) with the expectation of a Bernoulli random variable like $i_l$. Note that $0 \leq x_l \leq 1$ (i.e. $x_l$ as the output of a pre-synaptic neuron, should come from a squashing function like $\max(0, \tanh(\cdot))$ or $\text{sigmoid}(\cdot)$ or ...). To summarize, for the binomial neuron $k$, we have,

$$u_k = b_k + \sum_{l=1}^{m} w_{lk} \cdot E\{i_l\}$$

(2)

$i_l$ takes values from the set $\{0, 1\}$ and $E\{.\}$ denotes the expectation operation over time. Note that we have a spike from the pre-synaptic neuron $l$ only when $i_l = 1$.

As the law of large number suggests, $E\{i_l\}$ can be estimated by using an unbiased estimator similar to Eq. (3). A special case of such estimation has previously been introduced in [33].

$$E\{i_l\} \approx \frac{1}{T} \sum_{t=1}^{T} i_l(t)$$

(3)

The key constant $T$, in Eq. (3), indicates the length of the evidence accumulation window, i.e., the number of $i_l$ samples included in the expectation approximation window. $T$ can be considered as the number of feed-forward passes (or in short, the number of passes) for neuron $l$. $T$ should be determined before starting the train or test phase, and can be the same for all the network neurons. As $T$ approaches infinity, $\frac{1}{T} \sum_{t=1}^{T} i_l(t)$ converges to $E\{i_l\}$. If we do not do the dividing by $T$ at the right side of the equation, that part will represent a binomial random variable (or actually, a Poisson binomial random variable).

Considering unbiased estimators, the membrane potential of the new stochas-
tic binary neuron model can be calculated as follows:

\[ u_k(t) \approx b_k + \sum_l w_{lk} \left( \frac{1}{T} \sum_{t=1}^T i_l(t) \right) \]  \hspace{1cm} (4)

In practice, a desired value for \( T \) will be used in feed-forward passes and the training phase. Note that larger \( T \) values lead to more precise estimations.

On the other hand, as the proposed neuron model is a stochastic binary one, the output of neuron \( k \), \( O_k(t) \), is calculated as follows when \( i_l(t) = 0, 1 \), \( w_{kl} \) is the synaptic weight and \( u_k(t) \) is the membrane potential at time step \( t \):

\[
\begin{align*}
U(t) &\sim \text{Uniform}(0,1)(t) \\
O_k(t) &\begin{cases} 1 & h(u_k(t)) \geq U(t) \\ 0 & h(u_k(t)) < U(t) \end{cases}
\end{align*}
\]  \hspace{1cm} (5)

Here, \( U(t) \) represents a random threshold for neuron \( k \) at time \( t \) (which is sampled from a uniform distribution in order to be simple and consistent with the traditional model).

The expectation of \( O_k(t) \) is given by:

\[
E\{O_k(t)\} = 0 \times P(O_k(t) = 0) + 1 \times P(O_k(t) = 1) = P(U(t) \leq h(u_k(t))) = \text{CDF}(h(u_k(t)))
\]  \hspace{1cm} (6)

where \( \text{CDF}(\cdot) \) is the cumulative distribution function of \( U(t) \) which is defined as \( \text{CDF}_{U}(x) = \max(0, \min(x, 1)) \). Eq. (6) shows the proposed stochastic binary neuron model where \( E\{\cdot\} \) denotes the expectation operation over time and \( E\{O_k(t)\} \) is the expected value of the spike being emitted by neuron \( k \) at time step \( t \).

In the model of spiking neurons, the values are continuous (i.e. \( 0 \leq E\{i_l\} \leq 1 \)) but the actual input \( i_l(t) \) of a neuron is either 0 or 1. It means that \( E\{i_l\} \approx \frac{1}{T} \sum_{t=-T+1}^T i_l(t) \) is an accumulation of last \( T \) input spikes of neuron \( k \) over time. When \( T = 1 \), \( u_k(t) \) represents a weighted sum of Bernoulli random
variables. Another type of such a weighted sum of Bernoulli random variables has previously been studied in [34].

Fig. 1 demonstrates different types of neurons that will be studied in this paper, i.e., binomial neurons (type A), neurons with binomial activation function (type B), Bernoulli neurons (type C) [10], and full precision neurons (type D). While binomial variables are used in both Type A and Type B neurons, what we refer to as a binomial neuron only encompasses Type A, and all the advantages listed in the contribution section are related to this type of neuron.

Figure 2 demonstrates the steps taken to produce the output (and the corresponding error) from a three-layer network composed of binomial neurons. We have set $T$ to 3 in this figure. At each stage of the process, the inputs to a neuron are stored and accumulated to compute the mathematical expectation. The right side of Fig. 2 shows the internals of the binomial neuron used in the network. It also shows that both inputs and outputs of the neurons are binary values.

![Figure 2: Demonstration of the stages the input goes through to make the output along with the internals of neurons in a three-layer network when $T=3$.](image)
3.2. Error in Binomial Neural Networks

Using the proposed nonlinear model of Eq. (5), the expected value of a Bernoulli neuron output can be found as:

\[ E\{O_k(t)\} = P(O_k(t) = 1) \]
\[ = \max(0, \min(h(b_k + \sum_l w_{kl}E\{i_l(t)\}), 1)) \] (7)

Therefore, neuron \( k \) generates an output spike with a probability equal to \( E\{O_k(t)\} \). The spike generation model of neuron \( k \) (Eq. (5)) ensures that the output of neuron \( k \) is a Bernoulli random variable. What neuron \( k \) should learn is the true value of its expectation while \( \text{Target}(t) \) is the desired output (or ground truth) for the random variable of neuron \( k \). Using the least square optimization approach, we define the error function as follows:

\[ \text{Error}(t) = \frac{1}{2} E\{e(t)\}^2 \] (8)

\( e(t) = \text{Target}(t) - O_k(t) \) and \( e(t) \) is a random variable itself. In practice, an unbiased estimation of \( E\{e(t)\} \) will be used. In the training phase, the mean value of the error, which is also the mean value of the neuron mistakes, is:

\[ E\{e(t)\} = E\{\text{Target}(t) - O_k(t)\} \]
\[ = E\{\text{Target}(t)\} - E\{O_k(t)\} \] (9)

Bernoulli spiking is like tossing a coin in statistics [35]. It is one of the simplest and the most efficient methods of output generation in stochastic neurons [36].

3.3. The Training Algorithm

Learning algorithm determines how the elements of a model contribute to the overall task. One considerably successful learning method used in deep ANNs is the gradient descent algorithm [37]. The difficulty of employing gradient-based learning methods, such as back-propagation, for spiking neural networks lies in the calculation of the derivative of spike generator functions in neurons [38, 39].
These derivatives are needed when the algorithm propagates the error to each neuron’s weights. However, there are methods to solve this issue without resorting to gradient-based procedures [40]. There exist three solutions: 1. Using a differentiable pseudo-random number generator function as an activation function [41]; 2. Unbiased estimation for derivation of the activation function [41]; and 3. A straight-through estimation for the activation function [42]. This section explains how to train a network of binomial neurons using stochastic gradient descent and back-propagation.

3.3.1. Gradient-based Learning Algorithm for the Proposed Binomial Neuron

A stochastic spiking neuron uses a pseudo-random number generating function \( U(t) \) to generate a value as the threshold which is used to decide whether neuron shall fire or not \( (O_k(t) = 1 \text{ means firing}) \).

For the nonlinear neuron \( k \), the probability of emitting a spike was given in Eq. (7). If \( u_k(t) \) is not bounded by \( h(.) \) in the interval \([0, 1]\), the value will be saturated. For example, if the nonlinear function is \( \tanh(.) \), a rectified version like \( \max(0, \tanh(.)) \) will be used. Hence the value of \( h'(.) \) (the first derivative of \( h(.) \)) at the back-propagation phase when \( h(.) > 1 \) or \( h(.) < 0 \) will be zero.

Using the expectation of \( e(t) \) in the error function (Section 3.2) makes it possible for the probabilistic activation functions to be differentiable. Therefore, the gradient descent algorithm can be written as follows:

\[
W_n = W_{n-1} - \gamma \times \frac{\partial \text{Error}(t)}{\partial W_{n-1}} \\
= W_{n-1} - \gamma \times \frac{\partial \text{Error}(t)}{\partial E\{e(t)\}} \times \frac{\partial E\{e(t)\}}{\partial E\{O_k(t)\}} \times \frac{\partial E\{O_k(t)\}}{\partial u_k(t)} \times \frac{\partial u_k(t)}{\partial W_{n-1}}
\]

(10)

Thus:

\[
W_n = W_{n-1} - \gamma \times E\{e(t)\} \times (-1) \times h'(u_k(t)) \times E\{I(t)\}
\]

(11)

where \( \gamma \) is the learning rate and \( E\{I(t)\} \) is the vector form of \( E\{i_l(t)\} \). Equa-
tion (11) is the final equation needed from the gradient descent method to train the binomial neurons. In practice, all the expectations in Eq. (11) will be replaced by their unbiased estimations, as in Eq. (3). Regarding $T = 1$ and utilizing Eq. (9), if estimation of the mathematical expectations (in Eq. (11)) is done during post error propagation ($\partial O/\partial h = 1$), the well-known technique of straight-through is used.

Algorithm 1 demonstrates a customized version of the stochastic gradient descent method to train an N-layer network of binomial neurons. The network structure is not affected by the replacement of binomial neurons. The protection capability against adversarial attacks comes along with the neurons themselves.

Part 1.1 of the algorithm will repeat in the test phase, exactly as it is here. This means that the neurons generate outputs stochastically in the test phase too.
Algorithm 1 Training an N-layer network made of the proposed neurons with \(K^{(n)}\) neurons in the \(n\)th layer

**Require:** a minibatch of inputs and targets \((I^0, \text{Target})\), previous weights \(W\), and learning rate \(\gamma\).

**Ensure:** updated weights \(W'\)

1. **Computing the parameters gradients:**
   1.1 **Forward propagation:**
   1. Forward propagation:
   2. for \(n \leftarrow 1, N\) do
   3. for \(t \leftarrow 1, T\) do
   4. **************************************************************************
   5. for \(l \leftarrow 1, K^{(n-1)}\) do
   6. for \(k \leftarrow 1, K^{(n)}\) do
   7. **************************************************************************
   8. \(u_k^{(n)}(t) \leftarrow b_k + \sum_i w_ki^{(n)}\)
   9. \(U \leftarrow \text{Uniform}(0, 1)\)
   10. if \(h(u_k(t)) > U\) then
   11. \(O_k^{(n)}(t) \leftarrow 1\)
   12. else
   13. \(O_k^{(n)}(t) \leftarrow 0\)
   14. if \(t = T\) then
   15. \(EO \leftarrow E\{O^{(N)}(t)\}\)
   16. \(SO \leftarrow \text{Softmax}(EO)\)
   17. \(\text{Error} \leftarrow \text{Loss}(SO, \text{Target})\)
   18. \(\text{Error} \leftarrow \text{Loss}(SO, \text{Target})\)
   19. **Backward propagation:**
   20. \(\delta \leftarrow \frac{\partial \text{Error}}{\partial E\{O^{(N)}(t)\}}\)
   21. for \(k \leftarrow 1, K^{(n)}\) do
   22. \(\Delta W_k^{(n)} \leftarrow \delta \times \frac{\partial h(u_k(t))}{\partial W_k^{(n)}}\)
   23. for \(k \leftarrow 1, K^{(n)}\) do
   24. \(W_k^{(n)} \leftarrow W_k^{(n)} - \gamma \times \Delta W_k^{(n)}\)

In this algorithm, \(T\), which can be any integer greater than 0, is the number of times that the network passes the inference process and accumulates the inputs to the neurons. These accumulated values (over time) are used to estimate the mathematical expectations in the neurons. When \(T = 1\), a network of Bernoulli neurons will be formed, and when \(T > 1\), the values created over time can form a binomial variable (or by approximation, a Poisson variable).

The reason for this approximation is the changes in the outputs of the neurons in each inference of the network. The greater the value of \(T\) is, the more similar
the internal computations of neurons will be to those of full precision neurons. It is worth mentioning that this algorithm is meant to implement the proposed method on synchronous processors.

To demonstrate the impact of time on the mathematical expectation values, a comparison between the results of training a network of binomial neurons (i.e. Type A) using Algorithm 1 and other types of mentioned neurons (i.e. Type B, C, and D) is done in the evaluation section. The training is carried out using the SGD method. According to Fig. 1, one of these neuron types is Type B whose output generates a binomial random variable instantly. The output of this type of neuron is not just 0 or 1. It depends on $T$ and takes values between 0 and $T$ ($0, 1, 2, \ldots, T$).

3.3.2. Complexity Analysis

There are four computational characteristics in binomial neurons that differentiate them from traditional neurons:

1. The pseudo-random Bernoulli activator function,
2. The mathematical expectations,

3. The potential to replace dot product between layers with bitwise 'AND' operator,

4. $T$ constant that determines the number of feed-forwards.

If $K$ is the number of neurons in each layer and we assume a constant overhead due to the Bernoulli activation function in binomial neurons (item 1), the complexity of calculating the output of binomial neurons (in each layer) is of $O(K)$. When the number of neurons for two consecutive layers is $K$, the inter-layer calculations (i.e. the dot products) are of $O(K^2)$. At the input of each binomial neuron (for item 2), an 'ADD' and a 'DIV' operator are needed to make the mathematical expectation. The expectation is practically carried out over multiple runs (which contribute to the expectation). Therefore, in each run, 'DIV' can be embedded into the weights during implementation without the need for additional calculations. The addition is still required in each run though. However, since this expectation operation will be of $O(K)$ in each layer, the overall layer-based computational complexity will remain at $O(K^2)$.

Based on item 3, the dot product between layers can be simplified to bitwise AND operation, however, despite the simplification, the inter-layer calculations in a network of binomial neurons will still be of $O(K^2)$. Regarding $T$ (item 4), if the complexity of a feed-forward calculation for a network of traditional neurons with $N$ layers (and $K$ neurons in each layer) is of $O(N \times K)$, the complexity of a similar Binomial network is of $O(T \times N \times K)$. This is the computational complexity for inferring an input sample during the training and the testing phases. There is no difference (in complexity) between the binomial and traditional networks in error propagation and weight update of the SGD algorithm.

4. Evaluation Results

We design three experiments:
1. Testing the performance of binomial neurons in classification scenarios on MNIST and CIFAR-10 datasets.

2. Evaluating the robustness/reliability of networks composed of binomial neurons against adversarial attacks by creating adversarial samples and measuring the degree of visual distortions.

3. Finding the best experimental configuration.

We first explain the setup and architecture of the test and then present the results.

4.1. Benchmarks

MNIST is a dataset of handwritten digits (0–9) [43] and is used as one of the famous performance benchmarks in the field of machine vision. This dataset includes 60,000 $28 \times 28$px gray images for training and 10,000 images for testing.

CIFAR-10 [44] is a labeled subset of 80 million images and one of the challenging classification problems in the field of machine vision. The set consists of 60,000 $32 \times 32$px color images in 10 classes, with 6,000 images per class out of which 5000 are meant to be used for training and 1000 for testing purposes.

4.2. The Image Classification Architecture

The classification task is a type of function approximation that maps samples of a cause to a class. Each class is associated with an output neuron. For $n$ classes, the neural network usually has $n$ output neurons. The number of input neurons of the network indicates the dimension of the input images. The input value $px_k(x, y)$ of the pixel $(x, y)$ of image $k$ is a real number in the interval $[0,1]$.

Another important point is the times a sample should be presented to a network in the training or the inference phase. In some machine learning models such as ANN, one data sample is fed to the network in each iteration (i.e. one step calculation in the whole network). In our model, the learning algorithm needs a delay (equal to the number of iterations, that is $T$) before it can feed a data sample to the network.
The architectures of the networks used for MNIST and CIFAR-10 are depicted in Fig 3. The EConv2D layers accumulate input spikes (0s or 1s) over time. For MNIST, the architectures have lower number of maps, which means the output maps in the first part of each network have a dimension of $28 \times 28 \times 16$, in the second part have a dimension of $14 \times 14 \times 32$ and in the third have a dimension of $7 \times 7 \times 64$.

According to Eq. (6), the Binomial Unit (BU) is modeled through using $\text{Tanh}(.)$ function, which constrains the neuron membrane potential $u_k(t)$ to the values between $-1$ and $1$. The output of $h(.)$, and then $\text{Tanh}(.)$ pass through the $\text{ReLU}(.)$ or $\text{max}(0,.)$ to bring the result between 0 and 1. A spike is then generated through stochastic thresholding. For this purpose, a new activation function (BU) is implemented. The Dense layer is composed of perceptrons with $\text{softmax}$ activation function and $l2$ regularizers, preceded by a Global Average Pooling 2D layer.

The TensorFlow [45] library was used to train the networks on a GPU (Geforce 2080Ti). For the expected values, the spikes generated by the BU functions were accumulated over time only for the last $T$ spikes at the output blob of the BU layer. According to Eq. (3), the expectation of the input, i.e. $E\{i_l\}$, is presented to each layer after assessing the output blob of the previous BU layer.

The built-in uniform pseudo-random generating function of TensorFlow was applied to generate the threshold $U(t)$ (in Eq. (5)). Random number generation was asynchronous across all neurons but they had the same speed at which

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel initializer</td>
<td>he_normal</td>
</tr>
<tr>
<td>optimizer</td>
<td>SGD (lr=.1, momentum=0.9, nesterov=True)</td>
</tr>
<tr>
<td>loss</td>
<td>categorical_crossentropy</td>
</tr>
<tr>
<td>batch size</td>
<td>32</td>
</tr>
<tr>
<td>max epoch</td>
<td>250</td>
</tr>
<tr>
<td>targets</td>
<td>categorical (binary class matrices)</td>
</tr>
</tbody>
</table>
they ran a fixed number of processing cycles within the $T$ time steps. Other TensorFlow hyper-parameters are reported in Table 2.

4.3. Image Classification using Binomial Neurons

In order to compare the performance of the proposed neuron with that of other types (i.e. the four types of neurons shown in Fig. 1), we conducted different experiments on two popular datasets, namely MNIST and CIFAR10. The detailed results are reported in Table 3 and Table 4. These tables present the results of averaging 10 executions in each experiment, which means that the inference process has been performed 750 times, and through averaging, 75 numbers are presented in the two tables.

Regarding the uncertainty in computations in the neurons, since the results of classifying the data during each process of inference can vary, the results are produced by averaging 30 executions (in each experiment). It is worth noting that in all the experiments, no data augmentation was used on the input data to better showcase the impact of regularization.
<table>
<thead>
<tr>
<th>Row</th>
<th>Type in Train</th>
<th>Train T</th>
<th>Type in Test</th>
<th>Test T</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B</td>
<td>2</td>
<td>D</td>
<td>∞</td>
<td>99.73</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>2</td>
<td>B</td>
<td>5</td>
<td>99.67</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>3</td>
<td>D</td>
<td>∞</td>
<td>99.64</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>2</td>
<td>B</td>
<td>3</td>
<td>99.63</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>2</td>
<td>D</td>
<td>∞</td>
<td>99.61</td>
</tr>
<tr>
<td>6</td>
<td>A</td>
<td>3</td>
<td>D</td>
<td>∞</td>
<td>99.61</td>
</tr>
<tr>
<td>7</td>
<td>C</td>
<td>1</td>
<td>D</td>
<td>∞</td>
<td>99.6</td>
</tr>
<tr>
<td>8</td>
<td>D</td>
<td>∞</td>
<td>D</td>
<td>∞</td>
<td>99.59</td>
</tr>
<tr>
<td>9</td>
<td>B</td>
<td>2</td>
<td>B</td>
<td>2</td>
<td>99.57</td>
</tr>
<tr>
<td>10</td>
<td>C</td>
<td>1</td>
<td>B</td>
<td>5</td>
<td>99.56</td>
</tr>
<tr>
<td>11</td>
<td>C</td>
<td>1</td>
<td>B</td>
<td>3</td>
<td>99.55</td>
</tr>
<tr>
<td>12</td>
<td>C</td>
<td>1</td>
<td>B</td>
<td>2</td>
<td>99.53</td>
</tr>
<tr>
<td>13</td>
<td>A</td>
<td>3</td>
<td>C</td>
<td>1</td>
<td>99.52</td>
</tr>
<tr>
<td>14</td>
<td>A</td>
<td>3</td>
<td>A</td>
<td>3</td>
<td>99.51</td>
</tr>
<tr>
<td>15</td>
<td>B</td>
<td>3</td>
<td>B</td>
<td>3</td>
<td>99.51</td>
</tr>
<tr>
<td>16</td>
<td>A</td>
<td>3</td>
<td>A</td>
<td>2</td>
<td>99.5</td>
</tr>
<tr>
<td>17</td>
<td>A</td>
<td>3</td>
<td>A</td>
<td>5</td>
<td>99.5</td>
</tr>
<tr>
<td>18</td>
<td>A</td>
<td>2</td>
<td>C</td>
<td>1</td>
<td>99.49</td>
</tr>
<tr>
<td>19</td>
<td>A</td>
<td>2</td>
<td>A</td>
<td>2</td>
<td>99.49</td>
</tr>
<tr>
<td>20</td>
<td>A</td>
<td>2</td>
<td>A</td>
<td>3</td>
<td>99.49</td>
</tr>
<tr>
<td>21</td>
<td>A</td>
<td>2</td>
<td>A</td>
<td>5</td>
<td>99.47</td>
</tr>
<tr>
<td>22</td>
<td>B</td>
<td>3</td>
<td>B</td>
<td>2</td>
<td>99.45</td>
</tr>
<tr>
<td>23</td>
<td>C</td>
<td>1</td>
<td>A</td>
<td>2</td>
<td>99.45</td>
</tr>
<tr>
<td>24</td>
<td>C</td>
<td>1</td>
<td>A</td>
<td>3</td>
<td>99.45</td>
</tr>
<tr>
<td>25</td>
<td>C</td>
<td>1</td>
<td>A</td>
<td>5</td>
<td>99.45</td>
</tr>
<tr>
<td>26</td>
<td>C</td>
<td>1</td>
<td>C</td>
<td>1</td>
<td>99.44</td>
</tr>
<tr>
<td>27</td>
<td>C</td>
<td>1</td>
<td>C</td>
<td>1</td>
<td>99.44</td>
</tr>
<tr>
<td>28</td>
<td>D</td>
<td>∞</td>
<td>B</td>
<td>5</td>
<td>99.43</td>
</tr>
<tr>
<td>29</td>
<td>B</td>
<td>2</td>
<td>C</td>
<td>1</td>
<td>99.38</td>
</tr>
<tr>
<td>30</td>
<td>B</td>
<td>3</td>
<td>C</td>
<td>1</td>
<td>99.23</td>
</tr>
<tr>
<td>31</td>
<td>D</td>
<td>∞</td>
<td>B</td>
<td>3</td>
<td>99.22</td>
</tr>
<tr>
<td>32</td>
<td>D</td>
<td>∞</td>
<td>B</td>
<td>2</td>
<td>98.78</td>
</tr>
<tr>
<td>33</td>
<td>D</td>
<td>∞</td>
<td>C</td>
<td>1</td>
<td>91.82</td>
</tr>
<tr>
<td>34</td>
<td>D</td>
<td>∞</td>
<td>A</td>
<td>2</td>
<td>82.92</td>
</tr>
<tr>
<td>35</td>
<td>D</td>
<td>∞</td>
<td>C</td>
<td>1</td>
<td>82.91</td>
</tr>
<tr>
<td>36</td>
<td>D</td>
<td>∞</td>
<td>A</td>
<td>5</td>
<td>82.91</td>
</tr>
<tr>
<td>37</td>
<td>D</td>
<td>∞</td>
<td>A</td>
<td>3</td>
<td>82.9</td>
</tr>
<tr>
<td>38</td>
<td>D</td>
<td>∞</td>
<td>A</td>
<td>3</td>
<td>82.9</td>
</tr>
</tbody>
</table>
According to Table 3 and Table 4, some findings from studying MNIST and CIFAR10 datasets are:

- Training under different bounded T values and testing with $T = \infty$ (Type
D neuron) regularized the network (for both MNIST and CIFAR10). Additionally, the best result was achieved when testing was done with $T = \infty$ for every type, which is due to using the exact values of mathematical expectations at the outputs.

- It is possible that using different $T$ values in training and testing result in higher accuracies, compared to using the same $T$ in both. For example, for $T = 1$ in the test phase, the accuracy of classification with $T = 2$ (Row 17 for CIFAR10 and Row 19 for MNIST) is higher than that of $T = 1$ (Row 22 for CIFAR10 and Row 27 for MNIST) in the training. A p-value of lower than 0.003 (in 2-sample paired t-test) for both datasets shows how significant the change in the accuracy is.

- The experiments do not provide enough evidence to confirm that changing $T$ in the test phase (from the same value in the training phase) can improve accuracy in type A neurons. More precisely, their p-values are larger that 0.05. This could originate from the uncertain (stochastic) behavior due to changes in the approximate expectation values calculated during each inference of the network.

- The experiments show that changing $T$ in the test phase (with respect to the $T$ used in the training) can improve accuracy in Type B neurons, while the p-value of 2-sample paired t-test of all comparisons is 0 for a 3-digit precision.

4.4. Attacking Networks of Binomial Neurons

In this paper, three white-box adversarial machine learning attacks, namely, Carlini and Wagner’s (C&W) [46], DeepFool [20] and FGSM [1], as well as two black-box ones, i.e. Square [21] and Pixel [47] attacks, have been applied on networks made of different types of neurons. Fig. 4 has listed ten configurations with the highest accuracies. It also shows the performance of traditional neurons as the baseline. The impacts of these attacks on the test sets are different depending on the neuron type, $T$ values in the train/test phases, and attack
methods. Notice that accuracy alone is not a figure of merit in adversarial machine learning. The amount of added perturbation is also important. The
perturbations of test images in the two datasets for the networks made of the four different neuron types are depicted in Fig 5. To quantify the amount of
distortions, the SSIM [27] metric has been utilized (see Fig. 4). This metric helps
to understand the extent to which an attack has to distort an image sample to
achieve a certain level of accuracy (or inaccuracy). If there is no limit on the
amount of perturbation, any sample can be transformed into any other.

4.5. Making the Most Reliable Binomial Neural Network

Alpha score is defined to help in finding the best experiment configuration
for robustness and reliability.

\[ \alpha \triangleq a \sum_{i} \frac{f_i}{s_i} \]  

Here, \( a \) is the accuracy of network when no attack is present, \( f_i \) is the accuracy of network when attack \( i \) is present, and \( s_i \) is the SSIM score related to attack \( i \). A good network is one with high alpha score, i.e. having high accuracy both under attack and in normal conditions. However, when it is under attack and
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(a)

![Figure 4: (a) CIFAR10, Best accuracies with different T values in train and test, (b) MNIST, Best accuracies with different T values in train and test.](image)
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Figure 5: DeepFool attack results on CIFAR10 for an airplane image sample. Title of each image indicates the value of \( T \) used for training (\( T_{tr} \)) and testing (\( T_{te} \)), followed by its SSIM score in the form of \( T_{tr}, T_{te} = \text{SSIM} \). The images show the attack cannot make adversarial samples with low perturbation levels when binomial neurons are employed (apparently this is when \( T_{tr} > 1 \)).

The accuracy decreases, its SSIM score should also decrease significantly to enable visual perception and detection of adversarial perturbations. Equation 12 is more an optimistic metric for the performance under attacks as it uses summation of the reliability/robustness scores (i.e. \( \frac{\Delta}{\text{SSIM}} \) values). A pessimistic version of the metric could use multiplication instead of summation.

Alpha score, as defined by Equation 12, indicates how effective a set of attacks are on a network. To analyze the security level of binomial neurons (in a comparison to traditional neurons), one can use this score as a metric. Fig. 6 shows the top 10 experiments with the highest scores along with their configurations. As it can be seen, the dominance of binomial neurons is rather obvious.

The depicted results show that binomial neural networks are more robust against adversarial machine learning attacks compared to those made of full-precision neurons. As a result, attackers need to add more perturbations and create more powerful and visually perceptible noises in the adversarial samples to mislead the network. A Binomial neural network is intrinsically trained in
presence of randomness (with almost binomial distribution). Given that most attacks add adversarial randomness to input samples, probabilistically speaking, they are treated as the randomness seen by the network during training and can be prevented from causing destructive outcomes.

5. Discussions and Findings

Although the proposed models have many benefits, they also come with some drawbacks. For example, achieving more accurate results takes more time (since greater number of feed-forward passes is required for the sake of inference). Additionally, accumulating binary values at the input of binomial neurons requires more hardware implementation compared to traditional neural networks, where neurons only copy their output values to the next round of neuron inputs. To further understand the dynamic aspects of the proposed idea, it is necessary to discuss some important subjects.

5.1. Biological plausibility of the proposed model

Considering Eq. (3), a binomial random variable is formed at the input of any binomial neuron of the proposed kind, which somehow simulates the accumulation of evidences in biological neurons over time. Binomial random...
variables converge (in distribution) to Poisson distribution over time (the law of rare events). The existence of Poisson distribution in spike populations of biological neurons has a strong basis ([48, 49]). From another perspective, these neurons use Poisson random variables during inference. However, analyzing this issue in depth is outside the scope of this article. Moreover, when $T \gg 0$, binomial variables can be approximated by a Gaussian function. This can model the Gaussian noise in the output of neurons. The presence of such noise in the output of neurons has been studied previously [50].

5.2. Comparing the model with an almost unanimously accepted stochastic firing neuron model

The essential quantity to be transmitted from one group of neurons to the next is the firing rate, which is defined either as a temporal or a population average. If this is true, models formulated on the level of firing rate will be sufficient [10].

Our model uses the population average method. In general, stochastic rate models average out an ensemble. These models consider the spike train of an arbitrary neuron as a stochastic process, and the probability of finding a spike in this train at $t$ as the firing rate.

According to [10, 13], for discrete time models, the underlying stochastic process includes the samples with active value ($O_k(t) = +1$) or quiescent value ($O_k(t) = 0$). Hence the probability of a neuron being active, given input $u_k$ at time $t$, is:

$$P(O_k(t) = +1|u_k(t)) = h(u_k)$$ (13)

where $h(.)$ is the gain function, and $u_k(t) = \sum_{l} w_{kl}O_l(t)$. Thus, the probability of $O_k(t)$ being active is not dependent on the previous states, but rather on the current state of pre-synaptic neurons. According to Eq. (2) and Eq. (3), the probability that the output $O_k(t)$ is active depends on the last $T$ states of pre-synaptic neurons. Basically, what really happens in our model is the accumulation of spikes over last $T$ time steps.
5.3. Characteristics of binomial neural networks

Using the proposed binomial neurons has both advantages and disadvantages. We list them here starting with the advantages:

- Since the model approximates artificial neuron outputs from binary values over time, it can be used to solve actual machine learning problems, similar to traditional neurons.

- The proposed way of estimating the error enables us to use the classic back propagation algorithm for the stochastic binary values in a network of binomial neurons.

- Stochastic firing of neurons makes the network more robust to noises and adversarial attacks.

- Binary computations in the network can be done with binary operands that lead to simpler hardware implementations and faster computations.

- Unlike traditional neurons that can only be used in synchronous networks, the proposed binomial neurons have the ability to also do a feed-forward computation in an asynchronous way. This type of implementation is useful in neuromorphic computing, and biological plausibility of binomial neurons further helps them excel in those applications as well.

- Binomial neurons, due to their inherent randomness originated from the virtual Bernoulli trials, create a non-deterministic neural network after deployment. This makes the network behavior unpredictable for attackers. Therefore, producing successful adversarial samples becomes harder and requires injecting more disturbance. This translates to more robustness from the network owner's perspective.

As a general rule, with advantages, come disadvantages. Some disadvantages of the proposed model are listed below:

- More accurate result needs more time for inference (more number of feed-forward passes). This is consistent with nature experiences.
• Accumulation of binary values in neurons might require additional memory cells in hardware implementations.

• Probabilistic outputs by binomial neurons may, to some extent, increase the computational overhead.

Despite all these, we believe the advantages well outweigh the disadvantages.

5.4. Research Findings

In this part, we summarize the most important findings of this research. Some of these findings have been referred to in the results or discussion sections indirectly.

• We found how a neuron similar to the stochastic spiking neurons can estimate a full-precision neuron over time. We named it the binomial neuron.

• We found that mimicking biological neural characteristics can help to build robust neural networks. Due to the stochastic binary output, the proposed neurons can be used as a defense method against adversarial machine learning attacks.

• We found that using the weights of a pre-trained binomial network in a traditional full-precision network usually yields higher accuracies. Therefore, binomial neurons can be used as regularizers to decrease overfitting.

6. Conclusion

This article presented a novel model of stochastically spiking neurons inspire from biological neurons. The proposed neuron model accumulates binary values, or spikes, over time, and is capable of mimicking full precision neurons as a special case when given a large interval for spike aggregation. This capability can be considered as an advantage for stochastic binary neurons over deterministic binary neurons. A potential advantage of stochastic binary neurons is their
ability to resist adversarial attacks. It is due to the fact that the proposed neurons are trained under randomness. Finally, in the inference phase, since the model bears a closer resemblance to brain than current ANNs (in terms of the computing strategy), the proposed model can potentially be used as a defense mechanism in adversarial machine learning.
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